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Abstract. Since 2022, generative artificial intelligence (AI) chatbots have been rapidly integrated into various professional
domains, including healthcare. Medicine, including specialties such as pulmonology, has also adopted these technologies, with
generative Al demonstrating potential in interpreting imaging, explaining spirometry results, and supporting clinical decision-mak-
ing and medical education. However, it is still debatable whether generative Al models can come close to the results of human
physicians in official medical licensing testing.

Objective: To evaluate the performance of generative Al chatbots in answering pulmonology certification examination questions.
Materials and Methods: In December 2024, we presented examination tests from the database of questions for the certification of
pulmonologists to the most widely used in Ukraine free chatbots with generative AT — ChatGPT version 3.5, Microsoft Copilot,
and Gemini. These chatbots were instructed to answer 1095 test questions from the general database, after which the answers to
questions about bronchial asthma (92 questions) and allergies (35 questions) were analysed.

Results: The accuracy of ChatGPT in solving pulmonary tests was 95 % (n = 1037 correct answers), Microsoft Copilot — 92 %
(n =1008 correct answers), and Gemini — 81 % (n = 890 correct answers). For questions about the diagnosis and treatment of
allergies, Microsoft Copilot showed the best accuracy with 100 % correct answers (n = 35); ChatGPT scored 94.3 % correct
answers (n = 33), and Gemini — 85.7 % correct answers (n = 30). ChatGPT correctly answered the question about bronchial
asthma in 91.3 % of cases (n = 84), Gemini — 79.4 % (n = 73), and Copilot — 89.1 % (n = 82). All chatbots performed better on
questions with a single correct answer compared to those with multiple correct answers: ChatGPT — 92.9 % vs. 75 %, Gemini —
83.3 % vs. 37.5 %, Copilot — 94 % vs. 37.5 % of correct answers.

Conclusions: Our research has shown that generative Al chatbots demonstrated high performance in solving the examination test
for pulmonology certification, which can be considered a passing grade for a medical doctor in the respiratory field. In particular,
this applies to the questions related to bronchial asthma and allergies. ChatGPT demonstrated the best accuracy, answering 95 %
of all tests correctly. It was found that generative Al was significantly better at solving questions with a single correct answer com-

pared to questions with multiple correct answers.

Introduction

The field of medicine receives new inventions and
research data every day, and digital technologies have
been rapidly introduced over the past few years. With
the release of artificial intelligence (Al) to the public in
2022, active research into its use in all areas of work has
begun. This introduction has not escaped the medical
field, and pulmonology in particular. Thus, we and
other scientists and clinicians in this field are faced with
important questions: how to cooperate with neural
networks and Al, whether they can help treat patients
better, find non-standard solutions, improve the quality
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of service delivery, and whether it is advisable to use Al
to analyze clinical cases in general?

Al was developed by scientists to facilitate our
daily tasks and is now used in a variety of industries,
with millions of requests for help coming in every day
around the world. Preliminary research data shows that
medical students actively use chatbots with generative
Al in their studies to find information for classes, anal-
yse clinical cases, clarify certain cases, etc. [1]. In addi-
tion, the research shows that generative Al is widely
used not only by students but also by medical profes-
sionals [2-4].
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Thus, large language models are already helping
doctors in their routine work, and patients are actively
using them for self-education, self-diagnosis, and dis-
ease control at home. The great popularity of patient
use is based on the round-the-clock availability of such
an “advisor”, as well as the accessible, understandable
language used by chatbots and a high level of empathy,
as these generative Al models were originally devel-
oped to support communication effectively. Besides,
artificial intelligence has great prospects in clinical work
as a way to support effective clinical decisions and
reduce the duration of diagnostics [5].

However, along with the significant opportunities,
there are also great potential risks. For example, the
misuse of Al by students in their studies or doctors in
their workflow can lead to a general decline in the level
of training. Another danger is the lack of training of
such models in medical data, and as a result, insufficient
accuracy. It is noteworthy that Al models can be both
brilliant in solving complex issues and, at the same time,
ridiculous in solving rather primitive clinical problems.
This is because such models need to be trained from
previous examples to provide any answers. When train-
ing them, developers often skip the stage of familiariz-
ing the model with the simplest information, starting
with more complex tasks, which leads to a lack of holis-
tic knowledge that is so necessary for making correct
clinical decisions. The next danger is the spread of mis-
information in the community of both patients and
healthcare professionals, as information provided by
chatbots is often taken as truth, which makes it possible
to spread false information among a large number of
users. Another challenge in the use of Al is maintaining
data confidentiality, as both training and generative Al
require handling huge amounts of information [6]. In
the case of healthcare, such information includes per-
sonal data of patients about their health status, which is
sensitive and highly private information that can be
disclosed to third parties if improperly stored or trans-
mitted. The last danger in the use of Al in medicine is
the increase in health inequality. This inequality is
based on the different levels of digital literacy of citi-
zens, when people without proper digital skills and
access to a smartphone, laptop, or the Internet become
completely cut off from the opportunities provided by
Al The elderly, rural residents, people with low socio-
economic status, and children are at risk.

But despite the significant threats, the benefits of
Al are obvious, because at this stage of its development,
Al can process a much larger amount of information

more efficiently than any human. Al is being actively
implemented in radiology and imaging diagnostics of
respiratory diseases due to its ability to recognise
pathological changes in chest X-rays, computed tomog-
raphy, ultrasound, or other imaging methods. [3, 7].
When it comes to interpreting pulmonary function
tests based on spirometry, body plethysmography, and
DLCO (Diffusing Capacity of the Lung for Carbon
Monoxide), Al has shown great promise as a method of
assisting doctors in making clinical decisions, increas-
ing their efficiency [8]. In addition to direct participa-
tion in clinical work, Al can be used to automate medi-
cal workflow and fill in medical records, which increas-
es the time a doctor can spend with a patient [9].

Due to the high speed of data analysis and clinical
decision-making, Al is increasingly being considered as a
method of helping patients in emergency conditions and
training in emergency medicine. Preliminary studies
have shown a high rate of disease detection using imag-
ing methods, correct classification of patients with low
and high urgency, and a high level of accuracy in the
assessment of emergency medicine examinations [2, 10].

But to make Al more advanced, we need to build a
system for continuous evaluation and improvement of
existing models and development of future ones. This
process must involve all stakeholders: patients and
their families, healthcare professionals and administra-
tors, policymakers, non-governmental organizations,
and developers of digital technologies and medical
equipment. It is the fruitful cooperation between vari-
ous healthcare system stakeholders that is crucial for
the development of Al tools that will truly improve the
quality of healthcare, be accessible to everyone, and not
pose additional dangers or risks to users. Thus, it can be
noted that AI chatbots are constantly improving their
algorithms in cooperation with doctors and medical
students: the test and clinical tasks that were previously
solved incorrectly due to the limited Al algorithm have
been constantly progressing over the past three years
and are solved in a new style that meets clinical require-
ments.

In our study, we decided to investigate only one of
the possible ways of using Al in pulmonology — to
assess the ability of popular and widely available chat-
bots with generative Al to compete with pulmonolo-
gists in solving test tasks used for certification of medi-
cal specialists. Existing data on such Al capabilities are
quite controversial and have not been studied on the
example of pulmonology tasks, especially issues related
to the treatment of bronchial asthma and allergies.
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Objective

To evaluate the performance of generative Al chat-
bots in answering pulmonology certification examina-
tion questions.

Materials and Methods

We analysed the ability of chatbots with generative
Al to solve exam tests for the successful certification of
pulmonologists in Ukraine during December 2024.
The three most popular free chatbots were selected for
the analysis: ChatGPT version 3.5, Microsoft Copilot,
and Gemini. These chatbots were given the task of solv-
ing all 1095 test questions from the general database
and separately questions by keywords: “bronchial asth-

ma’, “asthma”, and “allergies”. Thus, 35 tests on allergy
and 92 tests on bronchial asthma were identified.

Results and Discussion

All three chatbots demonstrated strong overall
performance, with over 80 % of test questions answered
correctly Thus. ChatGPT proved to be the most accu-
rate in solving pulmonary tests, with 95 % accuracy
(n = 1037 correct answers), Microsoft Copilot scored
92 % (n = 1008 correct answers), and Gemini scored
81 % (n = 890 correct answers) (pic. 1).

The analysis of questions related to the diagnosis
and treatment of allergies (35 questions) revealed that
Microsoft Copilot showed the best results with 100 %
correct answers (n = 35); ChatGPT scored 94.3 % cor-
rect answers (n = 33), Gemini — 85.7 % correct
answers (n = 30) (pic. 2).

Further analysis of the questions related to preven-
tion, diagnosis, and treatment of asthma (92 questions,
including 8 with multiple answers) showed the follow-
ing results: ChatGPT — 91.3 % correct answers (n =

Gemini

Copilot

70% 75% 80%

81% (n=890)
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84), Gemini — 79.4 % correct answers (n = 73),
Copilot — 89.1 % correct answers (n = 82) (pic. 3).

Analysis of the subgroup of single-answer tests (84
items) revealed the following accuracy rates:
ChatGPT — 92.9 % correct answers (n = 78),
Gemini — 83.3 % correct answers (n = 70), Copilot —
94 % correct answers (n = 79).

The analysis of tasks with multiple correct answers
(8 tasks) showed a much worse ability of generative Al
to solve such clinical problems: ChatGPT — 75 % cor-
rect answers (n = 6), Gemini — 37.5 % correct answers
(n=3), Copilot — 37.5 % correct answers (n = 3).

Our results confirm the high performance of chat-
bots with generative Al in solving clinical test ques-
tions, which confirms the previous data obtained by
researchers from Saudi Arabia who demonstrated the
high performance of ChatGPT, Claude, Copilot, and
Gemini in solving multiple-choice tests of the USMLE
(American Medical Licensing Examination) [11].
Similar results were shown by US researchers who
developed an adapted assistant based on generative Al
to prepare for the USMLE Step 1 exam [12]. In another
study conducted in the UK, ChatGPT-40 scored a
passing score (94 %) in both the UK Medical
Practitioner’s Examination for Applied Knowledge
(MPE) and USMLE Step 1 (89.9 %). An important
discovery was that the chatbot’s performance did not
decline, even when the wording of the questions was
changed or when completely new questions were used
that had never been published before. However, the
study also highlighted a long-known weakness of gener-
ative Al — ChatGPT demonstrated a decrease in per-
formance with questions containing images. This study
showed that the performance and efficiency of chatbots
with generative Al continue to improve [13]. In anoth-

92% (n=1008)

85% 90% 95% 100%

Picture 1. Total accuracy of generative Al chatbots in pulmonary examination testing.
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Picture 2. Accuracy of generative Al chatbots in the questions about allergy.
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Picture 3. Accuracy of generative Al chatbots in the questions about bronchial asthma.

er study conducted by a collaboration of researchers
from various British universities, another weakness of
ChatGPT in solving tasks for obtaining a license to
practice medicine in the UK was found — GPT-4 per-
formed significantly better on questions about diagnos-
ing diseases and conditions than on questions about
treatment and management of the disease (p = 0.015)
[14].

In another study, researchers from Qingdao
University evaluated the ability of different ChatGPT
models to pass the Chinese National Medical Licensing
Examination. GPT-40 demonstrated significantly high-
er overall accuracy than GPT-4 and GPT-3.5, reaching
accuracy rates of 84.2 % and 88.2 % in the 2020 and
2021 exams, respectively. Moreover, the highest accu-
racy (94.75 %) was observed in questions related to the
digestive and respiratory systems. It is striking that such
indicators were achieved by the chatbot in medical

exams in languages other than English [15].

Given that the market for generative Al chatbots is
developing extremely fast, it can take a much shorter
period for a new player to emerge. This is exactly what
happened when DeepSeek was introduced to the world
in early 2025. This chatbot immediately attracted the
attention of the global scientific community, and in
April 2025, US researchers published the results of a
study of the ability of this generative Al tool to solve the
tasks of the USMLE medical licensing exam. In this
study, the authors compared the new model with the
already known ChatGPT and Llama by Meta Al The
performance of ChatGPT was higher than that of
DeepSeek (95 % vs. 92 %, p = 0.04). The percentage of
correct answers by Llama was only 83 %. [16].

These studies confirm our findings and even
demonstrate that chatbots with generative Al continue
toimprove in solving medical licensing exams. However,
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there are still limitations and difficulties in the wide-
spread use of such models in clinical practice, which
require further research.

Conclusions

1. Our research has shown that chatbots with generative
Al (ChatGPT 3.5, Microsoft Copilot and Gemini)
have demonstrated high performance in solving the
examination test for the certification of pulmonolo-
gists. In particular, with regard to questions related to
bronchial asthma and allergies. These results were
quite high and can be considered a passing grade for a
medical doctor in the respiratory field.

2. The best results were demonstrated by ChatGPT,
which correctly answered 95 % of all tests. The
second result was demonstrated by Microsoft
Copilot — 92 % correct answers, and Gemini - the
third (81 % correct answers).

3. Microsoft Copilot showed the best results in solv-
ing questions related to the diagnosis and treat-

ORIGINAL RESEARCH

ment of allergies, with 100 % correct answers.

4. When analysing the questions related to the pre-

vention, diagnosis and treatment of asthma,
ChatGPT scored 91.3 % of correct answers.
Gemini had the worst accuracy with only 79.4% of
correct answers.

S. A further analysis of the tasks revealed that generative

Al was much better at solving questions with a single
correct answer (in this group, all chatbots scored
more than 83% of correct answers). Significantly
worse results were found when evaluating questions
with multiple correct answers. ChatGPT was the only
chatbot that demonstrated the ability to solve 75 % of
such questions correctly. Gemini and Copilot were
not able to solve even half of such questions.

6. There is a need for further similar research to iden-

tify weaknesses in generative Al, which is crucial
for improving existing Al models and will open
opportunities for implementing such technologies
in the healthcare system.

YN 3AATHIHYAT-BOTU I3 TEHEPATUBHUM WUTYYHUM IHTEJIEKTOM YCNIWHO CKJIACTU
EK3AMEHALIAHE TECTYBAHHA ANA ATECTALIT IIKAPIB-NYJIbMOHOJIOrIB?

B.J1. Mo6epexeup, I. 0. PagorowuH

BiHHUYbKUU HayioHansHUl meduyHul yHisepcumem im. M. I. [upozosa, BiHHUYUA, YkpaiHa

Pestome. Yar-60tn is reneparisrum mrygrnm inreaexrom (I111) 3a poocurs kopoTkuit mpomikox vacy (i3 2022 poky) iHTerpyBaauch y Bci
cdepu HaIOT O SKUTTS, HABITh AKIIO MU IIOTO He oMidaeMo. MeauIuHa Ta i OKpeMi raAysi, Taki K IIyAbMOHOAOTIS, He CTAAA BUKAIOUEHHAM
i reneparuprumit 1111 BiAMiHHO TIpOSBHB CBifl OTEHINAA Y iHTepIpeTAlil Bi3yaAisaIliftHUX METOAIB AOCAiAKEeHD, TIOSCHEHH] pe3yAbTATIB
cripoMeTpii, AOTIOMO3i ¥ IPUIAHATTI KAIHIYHUX pillleHb Ta HABYaHHI. OAHAK AOCI 3aAMIIAETHCA AI/ICKYTa6EAbHI/IM MTUTAHHS Y1 3AATHI MOAEAI
i3 renepaTiHIM 1111 HaOAMBHUTHCD AO Pe3YAbTATIB JKUBUX AiKapiB ¥ 0QillitHOMY MEAMMHOMY AiljeH3iHHOMY TeCTYBaHHI.

Mema p06omu: OwiHuTH 3AaTHICTD YaT-60TiB i3 TeHepPaTUBHUM INTYYHUM iHTEAEKTOM y BUpIilleHHi eK3aMeHaI[iTHOTO TeCTyBaHHsA
AAAL aTecTarlii AiKapiB-IyAbMOHOAOTIB.

Mamepiasu ma memodu: Y rpyasi 2024 poxy Hamut 6yA0 3aIPOIIOHOBAHO BUPIIIMTH eK3aMeHALIHI TeCTH i3 6a3u 3amUTaHb AAS aTecTanii
AIKapiB-TIyABMOHOAOTIB TPbOM HAMIIOMMpeHimuM B YKpaiHi Oe3komToBHuM vat-60Tam i3 reneparusauM 1T — ChatGPT sepcis 3.5,
Microsoft Copilot 1a Gemini. AaHuM YaT-60TaM 6yA0 TIpeACTaBACHO 3aBAAHHA BUpimuTH 1095 TecToBUX 3aBAAHD i3 3araAbHOT 0a3u AQHIX,
TicAs 90ro 6yAO 3AIFICHEHO aHAAI3 BIATIOBiAei Ha 3anuTaHHsA PO 6poHxiaAbHy acTmy (92 samuTaHHA) T2 aAepromaToAorito (35 sanuranp).
Pesyavmamu: Tounicts ChatGPT y BupimenHi yAbMOHOAOTIYHUX TecTiB ckaara 95 % (n = 1037 mpaBuABHUX BIATIOBiAgil),
Microsoft Copilot — 92 % npasuabrux BiaoBipeit (n = 1008), 2 Gemini — 81 % npaBuabaux Bianosiaeit (n = 890). Y Biamosiaax
Ha 3aNMTaHHSA, IO CTOCYBAAMCDH AJATHOCTHKM Ta AIKyBaHHS aAepPrONAaTOAOTII HalKpalli Pe3yAbTaTH MOKa3aB Microsoft Copilot i3
100 % mpaBHABHUX BiATIOBiAeiT (n = 35) ; ChatGPT nabpas 94,3 % npaBHABHIX BIATIOBiAelT (n = 33) , Gemini — 85,7 % npaBuAbHUX
Bianosigeit (n = 30). Ha sanuranns npo 6porxiaasty actvy ChatGPT Bianosis mpasuasto y 91,3 % sunaakis (n = 84), Gemini —
79,4 % (n=73), Copilot — 89,1 % (n=82). Yci 4ar-60TH 0Ka3aAK KAl Pe3yAbTATH IPH BIATIOBIAl Ha 3ATIMTAHHS, IO MAAU EAUHY
IIPaBHABHY BIATIOBIAb HDK Ha 3aIIMTAHHS i3 MHOXKMHHUMH IIpaBUAbHUMHY BiptioBiasvu: ChatGPT — 92,9 % npotu 75 %, Gemini —
83,3 % mporu 37,5 %, Copilot — 94 % mporu 37,5 % HpaBUABHUX BIATIOBiAEHL.

Bucnoexu. Hame AOCAiAXeHHS BCTaHOBHAO, Ijo 4aT-6oTH i3 reeparuBHuM IIII mpoAeMOHCTpYBaAM BHCOKY pe3yABTATHBHICTb y
BUpIlleHH] eK3aMeHAI[IIHOTO TeCTYBAHHA AAS aTeCTallil AIKapiB-ITyAbMOHOAOTIB, IO MOYKHA BBXATH HPOXIAHUM AAS AlKaps-CIIeriaAicTa.
3oKpeMa, Ile CTOCYEThCS i 3aIUTAHb IOAO OPOHXIAABHOI ACTMH Ta aAepromnaToAorii. Halkpaimuit 3araAbHUI pe3yABTATH IPOAEMOHCTPYBAB
ChatGPT, saxuit TIPaBHABHO BIiAIIOBiB Ha 95 % ycix TectiB. Byao BusaBaeno, mo reneparusruit 1111 sHauHO Kpamje crpaBAsBcd i3 BUpimeH-
HAM 3a[UTAaHD i3 EAMHOI0 IIPABUABHOIO BIATIOBIAAK HOPIBHAHO i3 3aMUTAHHAMY i3 MHOXKVHHIMHY IIPAaBUADHMMU BiATIOBIASMIL

Katouo06i cro6a: Beanka MoBHa MOAeAb, mTyunuil iHteaekt, ChatGPT, 6porxiasbHa acTMa, aA€promaToAOris.
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